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Abstract—A new algorithm for object identification by their images is proposed. It combines tolerance against
imaging conditions variations proper to morphological methods for image analysis by Pyt’yev with computa-
tional simplicity of methods based on separating classes of images with hyperplane. The algorithm was tested
on images taken in different illuminations and views. It can be applied to analyse microscopic image in bio-
physics, acoustic signals in geophysics, Earth resources using satellite data, etc.
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INTRODUCTION
Many problems of image and signal analysis are

difficult to solve because aside from the useful infor-
mation any image or signal carries the information
about unknown, uncontrolled, and varying registra-
tion conditions. For example the image of any object
carries not only information about geometric shape,
orientation and other properties of this object, but also
the information about lighting conditions under which
the image is taken, about the parameters and settings
of the camera used etc. If one considers the problem of
object recognition then the lighting conditions and the
camera parameters shall be considered as “nuisance”
parameters and their variations shall not affect the rec-
ognition results. As another example consider an
acoustic signal from a remote source such as nuclear
explosion or rock fall. When such a signal is propagat-
ing through the atmosphere it undergoes significant
distortions. So aside from the information about its
source it carries the information about acoustic prop-
erties of the atmosphere [1]. If one solves the problem
of the signal source identification then acoustic prop-
erties of the atmosphere shall be considered as “nui-
sance” parameters and their variations shall not affect
the identification results.

Methods for morphological image and signal anal-
ysis [2–8] were developed exactly for solving such
problems. They consider images and signals of various
nature as elements of function spaces, which makes it
possible to use general methods of linear algebra and

functional analysis to describe and analyze images and
signals. So in this paper we use the term “image anal-
ysis” implying that the same approach can be applied
to analyze various signals. The morphological image
analysis is based on the principle of invariance under
variations of unknown and uncontrolled registration
conditions. The maximum invariant of the set of all
such variations is called the image shape and can be
defined as the set of all images carrying the same use-
ful information but taken under different registration
conditions. The techniques of orthogonal and oblique
projection onto image shape are used to solve applied
problems of image analysis with the morphological
methods. This determines their computational effi-
ciency if the image shape is a fairly simple set, for
example a linear subspace of small dimension. How-
ever if the image shape is not a linear subspace and has
large dimension, the problem of projection becomes
very complex both in mathematical and computa-
tional contexts.

Another widely used approach to some problems of
image and signal analysis such as object recognition or
identification of sound sources is separating the classes
of images or signals using quite simple manifolds (such
as hyperplanes) in the feature space [9–14]. This
approach is simple to implement and allows develop-
ing more computationally efficient algorithms com-
pared to the morphological algorithms based on the
projection technique. The main difficulty of this
approach is to select the features (i.e. the numerical
characteristics of the image) that make it possible to
separate the classes of images. There are some meth-1 The article was translated by the authors.
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ods selecting such features automatically [15–19].
However in most cases success in selecting the features
depends on the intuition and experience of the
researcher [20–27]. In addition such features are often
not invariant under all possible variations of registra-
tion conditions.

We consider the model of image registration based
on the assumption that the objects are illuminated by
incoherent light sources and each photodetector of the
camera used to registration produces an output pro-
portional to incident light f lux. We demonstrated that
in the context of this model the sets of images of differ-
ent objects taken in all possible illuminations and
views are separable with hyperplanes directly in the
image space. This allowed us to develop the object
identification algorithm with ability to learn based on
hyperplane separation and tolerant against variations
of illumination and view. The paper contains the
results of tests performed on the real images and the
results of comparison between the developed algo-
rithm and well-known support vector machine [13,
14].

1. UNDERLYING IMAGE 
REGISTRATION MODEL

In this paper a finite subset of coordinate plane
 is called field of vision, and is

denoted by . It consists of the points
called pixels.

We say that any function  is the
image, and its value  is brightness of image ,

. The image

is the linear combination of images  and  with coef-
ficients  and , and the following number is their
scalar product:

Let  be the set of all images with the linear opera-
tions and scalar product determined above. The space

 is -dimensional Euclidean one called image space
in this paper.

Consider the model of image registration defined
by the following constraints on the camera, objects
and light sources:

1. The Camera Used

Brightness  of the image  at point  is
proportional to the light f lux incident upon a photo-
detector corresponding to the pixel .
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2. Optical Properties of the Objects

The objects don’t emit their own light but only
reflect it. In the case of illumination produced by a
point light source the relation between intensities of
incident and reflected light is as follows:

(1)

where  and are the unit vectors of incident and
reflected light directions,  and are the cor-
responding intensities, and  is the reflectance which
doesn’t depend on .

3. Light Sources

Illumination is produced by incoherent point light
sources.

2. SHAPE OF THE OBJECT IMAGE TAKEN 
FROM THE CONSTANT CAMERA VIEWPOINT

Consider registration of object images from a fixed
viewpoint. Let  be a set of scalar parameters that
define this viewpoint. For example two angles defin-
ing orientation of the object can be used as such
parameters. Assume that only the lighting conditions
can vary. Constraints 1–3 above determine the set of
all object images taken under all possible lighting con-
ditions which is the shape of the object image [6].

Indeed, let the image  of the object is taken
under the lighting conditions . Let’s multiply the
brightness of all the light sources producing illumina-
tion  by  and denote the new lighting condi-
tions by . Changing the light conditions from  to

 results in multiplying intensity of the light incident
upon the object by . Therefore according to (1)
intensity of the reflected light is also multiplied by 
which results in the same change of the light f lux inci-
dent upon each photodetector. So according to con-
straint 1 on the camera used the image of the object
taken under the light conditions  equals . Thus if

is the object image, is the image of the same
object taken probably under another lighting condi-
tions, .

Consider now two images  and  of the
same object taken under the lighting conditions  and

 (in this case illuminations  and  are assumed to
be independent). Let illumination  be superposi-
tion of the illuminations  and , i.e.  is pro-
duced by the light sources producing both  and 
switched on simultaneously. As (1) is linear and the
light sources are incoherent (constraint 3) the light
flux incident upon each photodetector is the sum of
fluxes produced by the illuminations  and . So the
image of the object taken under the illumination 
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is . Thus if  and are the images of some
object, is the image of the same object.

Consequently we have the following. Shape of the
object image taken from the fixed viewpoint  is the set

:

It means that the image shape  is a convex cone
[28].

3. SHAPE OF THE OBJECT IMAGE TAKEN 
FROM AN UNKNOWN CAMERA VIEWPOINT

Suppose that the viewpoint determined by the
parameter  can vary in addition to the lighting condi-
tions. Let  be the set of values of vector parameter .
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In this case the shape  of the object image is repre-
sented as follows:

where is the convex cone containing all the images
of the object taken from the viewpoint  under all
possible lighting conditions. The set  is a cone but,
generally speaking, not a convex one (the area marked
with gray in Fig. 1).

Let  be the convex hull of the shape . Since
dimension  of image space  is finite,
according to Caratheodory’s theorem [28] the set 
can be represented as follows:

 (2)

and  is a convex cone. Let  be the complement of
the shape  to its convex hull , i.e. .
The set  is marked with hatching in Fig. 1. Accord-
ing to (2) any image  from  can be represented as
a convex combination of some images of the object,
and some of that images are taken from different view-
points and occur in the combination with positive
coefficients (otherwise  for some ).
Figure 2 represents an example of such an image pro-
vided the object is a plaster figurine of a bear. As one
can see such images look like a superposition of sig-
nificantly different images, therefore we assume below
that they are not images of any real object and can’t be
taken at all.

Consequently we have the following. The shape of
the object image taken from unknown viewpoint is a
cone , and its convex hull  contains no real images
except the images of this object.

4. ADAPTIVE MACHINE LEARNING 
IDENTIFICATION ALGORITHM

Let  and  be the different physical objects and
their image taken from any viewpoint and under any
lighting conditions (except absolute darkness) differ
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Fig. 1. Visual representation of the image shape of the
object photographed under various illuminations and
views. Two convex cones  and  marked with dots are
the sets of images taken under various illuminations from
two different camera viewpoints. Image shape of the object
(marked with gray) is the union of convex cones corre-
sponding to various camera viewpoints; this union is a
cone but isn’t necessarily a convex one. Its complement to
the convex hull (marked with hatching) consists of unreal
images.
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Fig. 2. Example of an unreal image produced by summing of two images of the same object taken from the different camera view-
points.
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from each other. Consider the problem of object iden-
tification by their images. Thus we have the image

 of one of the objects ,  and need to deter-
mine what object is depicted in the image.

Let  be the image shape of the object  photo-
graphed from various viewpoints and under various
lightning conditions, . According to the previ-
ous section the convex hull  of the shape  is a
convex cone that contains real images only of the
object and contains no images of the object , i.e.

. Let’s make stronger but also
realistic assumption that any convex combination of
images of the object  cannot be represented as a con-
vex combination of images of the object  and vise
versa, i.e. . According to the
above conclusions and assumptions  and  can
be separated with a hyperplane passing through the
origin directly in the image space . Thus, there is
such an image :

 (3)

moreover  if and only if .

Since  and the image  corresponds
to the case of absolute darkness (which is of no inter-
est), inequalities (3) can be used to identify the object
as follows:
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To build the image  in (4) one can
use the following heuristic algorithm. Let

 (5)

be the images of object  taken from various view-
points and under different lightning conditions,

. We say the set (5) is training sample. Define 
as follows:

 (6)
where

 

Such heuristic is based on the following consider-
ations. If the images from the training set are taken
from such viewpoints and under such lighting condi-
tions that , are “uniformly scat-

tered” by intersection of the cone  with the unit
sphere, then the vector  belongs to the “center” ray
of cone . Therefore we can expect that the hyper-
plane orthogonal to the image  connecting2  and

 separates the cones  and .

5. THE TESTS OF THE PROPOSED 
ALGORITHM

To test the proposed algorithm we used 240 images
of plaster figurines similar to the figurines shown in
Fig. 2 (left and center): 120 images of the plaster figu-
rine of a bear (object ), and 120 images of the plaster
figurine of a girl (object ). Images of those figurines
were taken under different lighting conditions and
from different viewpoints.

The image set was randomly divided into two parts:

1. Training Set

To build the image  according to (6) 
images of each figurine were used.

2. Test Set

The remaining  images were used to test
the identification algorithm based on (4).

Such random division was performed many times.
As a result of the tests average identification error rate

 was calculated as the number of erroneously identi-
fied test images (when a bear was identified as a girl or

2 We use the term “connecting” in regard with geometric inter-
pretation of vector difference in three-dimensional space.
According to that interpretation the vector  connects
the ends of the vectors  and .

0w R w∈ , >

( ) ( )
1 -

i

i i
Lf … f, ,

iO

1 2i = , w

= − ,(2) (1)w e e

=

= , = , .∑
( ) ( ) ( )

1

1 / 1 2
iL

i i i
j j

i j

e f f i
L

( ) ( )/ 1i i
j j if f j … L, = , ,

( )iV
( )ie

( )iV
w (1)e

c b a= −
�

� �

a� b
�

(2)e (1)V (2)V

1O
2O

w 1 2L L L= =

240 2L−

α

Fig. 3. Graph of average error rate  versus size  of train-
ing image set for algorithm proposed in this paper (solid
line) and support vector machine (dash-dotted line). 
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vise versa) divided by the total number of images used
for the tests. A graph of average error rate  versus size

 of the training image set is shown in Fig. 3 (solid
line).

In addition dash-dotted line in Fig. 3 shows a sim-
ilar graph for another widely used identification algo-
rithm with ability to learn based on separation with
hyperplanes and called Support Vector Machine
(SVM) [13, 14]. Unlike the algorithm proposed in this
paper SVM doesn’t use any underlying model of
image registration and separates classes of images with
hyperplanes not necessarily passing through the ori-
gin.

According to the results shown in Fig. 3, the algo-
rithm proposed in this paper demonstrates lower aver-
age error rate than support vector machine.

CONCLUSIONS
A new adaptive machine learning algorithm for

object identification by their images taken under vari-
ous illuminations and views is proposed. The effi-
ciency of the algorithm is proved both theoretically by
analyzing the model of image registration and experi-
mentally by testing it on the set of real images. During
the tests the proposed algorithm demonstrated higher
identification quality in comparison with support vec-
tor machine.

Further investigation may be aimed to adaptation
of the proposed algorithm to the practically important
case of unknown and uncontrollable parameters of the
camera photodetectors.
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