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Abstract—Gaussian profile is conventionally assumed as the probe shape of the incident electron beam in
theoretical analysis of dimensional measurements by a scanning electron microscope (SEM). However, it is
not suitable for samples with small and tiny structure. In this paper, a model of a focusing electron beam with
finite width due to aberration was used in simulating the SEM image of gold particles/balls on a carbon sub-
strate. An effective electron beam shape (EEBS) was displayed and was found that it deviates significantly
from the Gaussian profile. The difference between images simulated by Monte Carlo method with ideal elec-
tron incident beam, electron beam focusing model and with ideal beam incident then convoluted by Gaussian
profile were discussed in detail. Furthermore, the influence of external electric field effect: full extraction and
no extraction for imaging were studied.
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1. INTRODUCTION

Scanning electron microscopy has been widely
used for micrometre and nanometre scale metrology
[1]. Electron beam broadening due to aberration is
always present, causing a unclear imaging on critical
strcutre of samples which seriously influence the
dimensional measurement [2]. Effects from this are
relatively small with developed aberration corrected
SEM set-ups, and might not cause very large errors for
large-scale samples. However, they pose a problem
with downsizing of semiconductor devices to the
nanometre scale. For example, electron beam broad-
ening effects the measurement for trapezoid line-
width singnificantly [3]. Therefore, accurate dimen-
sion metrology becomes a very important issue [4].

For this purpose, the method employing Gaussian
profile to describe electron beam shape is widely used
for theoretical analysis. Specifically, SEM images can
initially be simulated with Monte Carlo simulation for
an ideal electron beam of vanishing width; further
convolution of the simulated image with a Gaussian
probe shape has been applied to yield a SEM image for
finite probe size in practice [5]. However, this method
does not meet the fact. beam effects are due not only
to probe size but also to the focusing condition [6–11].
Because of the converging angle of an incident probe,
the actual landing probe shape on a sample surface

with certain topography varies from place to place.
Specimen surface topography thus not only changes
the angle of incidence of the primary beam with
respect to the local surface normal, but also distorts
the 2D distribution at the landing position when it is
projected onto a horizontal imaging plane. The shape
of this 2D distribution of incident electrons is referred
to as the “effective electron beam shape” (EEBS) [6].
Some quantifications of EEBS are as follows. Tanaka
et al. [6, 7] have discussed the EEBS for a regular trap-
ezoid line structure with a cone-shaped electron beam
focusing model [6] and with a spherical aberration [7].
In our previous paper [3], the EEBS maps for each
image pixel of simulated multiple arbitrary shaped Au
particles were obtained. It was found that the EEBS is
much more accurate than a Gaussian profile to obtain
a convoluted image. However, the difference between
SEM images with ideal beam incident, ideal beam
incident then convoluted by Gaussian shape and that
by EEBS is not discussed in detail yet and this is very
important for future theoretical analysis.

To this end, a reasonable electron beam focusing
model for a Monte Carlo simulation of a SEM image
has continuted to be proposed [2, 3]. It exhibits good
performance on simulated image contrast in compar-
ison with experiment, and is also easy to implement.
On the other hand, recent progress in the Monte Carlo
simulation technique has enabled one to model a sam-
ple with moderate or even arbitrarily complex sample
structure [12–19]. A sophisticated Monte Carlo-based1The article is published in the original.
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Fig. 1. Schematic diagram of the electron beam configura-
tion in our focusing model.  is the aperture angle,  is
the distance between the focusing point and the substrate
surface,  is the distance between the focusing point and
a horizontal disc,  is the diameter of least confusion disc
along the beam axis.
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physical model of the interaction of electron beam
with the sample, which employs a dielectric functional
model for electron inelastic scattering and a Mott
cross section for electron elastic scattering, can
describe in detail the individual scattering processes of
primary electrons in a solid material, and also the cas-
cade production process of secondary electron signals
MOSCOW UNIV

Fig. 2. (a) A simulated SE image of a Au nanoparticle. The prim
 of 40 mrad and the focusing position is at substrate; (b) is the 

positions indicated in (a).
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[20]. In this paper, a model of a focusing electron
beam with finite width due to aberration was used in
simulating the SEM image of gold particles/balls on a
carbon substrate. An effective electron beam shape
(EEBS) was displayed. The difference between images
simulated by Monte Carlo method with ideal electron
incident beam, electron beam focusing model and
with ideal beam incident then convoluted by Gaussian
profile were discussed in detail. Furthermore, the
influence of external electric field effect: full
extraction and no extraction for imaging were studied.

2. CALCULATION METHOD

2.1. Monte Carlo Model

The movement of electrons in a solid can be
described in terms of discrete scattering events. Vari-
ous Monte Carlo models, depending on the
approaches to the treatment of electron elastic scatter-
ing and inelastic scattering employed have been pro-
posed. The present study is primarily based on our
previous model for the simulation of cascade low
energy secondary electrons [20]. The electron elastic
scattering is described by Mott’s differential cross sec-
tion [21],

(1)

with the Thomas-Fermi-Dirac atomic potential [22],
where the scattering amplitudes  and  are
calculated with a partial wave expansion method.

We adopt a dielectric functional model to treat
individual electron inelastic scattering events and the
associated secondary electron production. The differen-
tial inverse electron inelastic mean free path is given by
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ary energy is 1 keV for an electron beam with aperture an angle
2D electron density distribution, i.e., the EEBS, at the 6 landing
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Fig. 3. (a, e) Simulated SE images of an edage of an parti-
cles for an ideal primary electron beam of vanishing size
and an electron beam focusing model, respectively; (c) the
corresponding convoluted images for (a) with a Gaussian
profile with FWHM of 5 nm; (b, d, f) the corresponding
schematics.
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where  is the Bohr radius,  is the energy loss, and
 is the momentum transfer from an electron of

kinetic energy  penetrating into a solid of dielectric
function . The energy loss function,

, completely determines the electron
inelastic scattering channels. It can be obtained by
extrapolating the optical energy loss function,

, into the ( , )-plane in a single-pole
approximation, as in our previous simulations [20, 23].

However, the single-pole approximation performs
poorly in simulations of low energy secondary elec-
trons for free electron-like materials. Therefore, in this
work we employ the full Penn algorithm [24] to calcu-
late the energy loss function with the Lindhard dielec-
tric function ,

, (3)

where the expansion coefficient  is related to
the optical energy loss function by g(ω) =

. The expansion basis, i.e., the
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Fig. 4. (a) A comparison on the line profiles, the vertical lines cro
The intensity values have been normalized; (b) a schematic of u
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Lindhard energy loss function , is
made up two parts corresponding single electron exci-
tation and plasmon excitation:

(4)

Each excitation in the equation above can be ana-
lytically evaluated [25], and a database of optical con-
stants [26] was used in the calculation.

2.2. Electron Beam Model

The electron probe shape and the beam focusing is
model as schematically shown in Fig. 1, where  is the
aperture angle. The focusing position is specified by
the distance, , measured from the substrate surface;
it is defined such that  corresponding to under-
focus, and  corresponding to over-focus. The
focusing point is broadened into a disk of least confu-
sion along the beam axis, which specifies the electron
beam size due to the aberrations of the objective lens.
The diameter of this disk is the electron probe diame-
ter,  whose value varies with  and beam energy; we
use the -value and the -value for analysis accord-
ing to the functional relationship shown in Fig. 2.14
of [27].

For model the beam focusing effect we first must
determine the incident direction of an electron trajec-
tory within a primary beam. In our simulation all of
the primary electron trajectories start from a horizon-
tal plane which is separated from the focusing point by
the distance  (Fig. 1). The position of these electrons
is distributed in a two-dimensional (2D) Gaussian
profile; the diameter of the horizontal disc of the elec-
tron beam is , where the electron density drops
to  of the profile maximum. The incident electron
rays are determined by the following method: firstly,
the upper and lower limits, for the ray crossover,
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Fig. 5. Two detection modes: no extraction mode and full
extraction of Au particles SE images. The samples are ideal
spherical shape. The primary electron energy is 1 keV.
(a) No extraction, (b) full extraction, (c) a comparison on
the line profiles, the horizontal lines crossing the centre of
vertical axis, extracted from (a, b).
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Fig. 6. The effect of the different extraction parameter val-
ues in simulations. R = (a) 0.1, (b) 0.4,(c) 0.7.
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and  are determined according to the geometric
relationship between  and , where  represents
the working distance (this is several millimeters in
most scanning electron microscopes, such as the Hita-
chi S-4800 field emission SEM and the Hitachi S-
3400N-II SEM, and is taken to be  here). Next
the position of an electron incident ray on the beam
axis and at the focusing point is randomly and uni-
formly selected in the range of values between  and

. Finally, the ray is formed by connecting the two
positions on the horizontal plane and at the focusing
point (Fig. 1). In this model, the correlation between
the coordinates of the two points in the upper disc and
on the beam axis is negligible if  is large. The resul-
tant beam profile has been demonstrated to be reason-
able for under-focusing, focusing, and over-focusing
cases [2].

3. RESULTS AND DISCUSSION
3.1. EEBS on Au/C System

Because EEBS cannot be experimentally mea-
sured, in order to display the EEBS clearly, an arbi-
trarily-shaped gold particle island on a carbon sub-
strate were constructed using finite element mesh
model [5]. This sample structure was then employed
in a Monte Carlo simulation, which employed a space
subdivision for trajectory tracing acceleration in order
to improve the computational efficiency for this finite
element meshed sample structure [5]. Figure 2b dis-
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plays the 2D density distribution of primary electrons
landing at the sample surface and projected onto the
substrate plane, i.e., the EEBS studied here, at 6 loca-
tions as indicated in Fig. 2a. The primary energy is
1 keV for an electron beam with aperture an angle  of
40 mrad and focusing position is at substrate. It is very
clear that the EEBS shapes are quite different. They

α
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Fig. 7. (a) A simulated result of deal spherical shaped Au par-
ticles SE images when  value is 0.5; (b) a simulated result
with the condition for , .
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strongly depend on the spot size and the local topog-
raphy. Therefore, the EEBS can be totally different
from the constant Gaussian shape that is usually
assumed over the scanning area. Only in the case of a
location is at the f lat area (the position maked “2” in
Fig. 2a) can the distortion of the EEBS from a Gauss-
ian profile be neglected. In [3], the quantitative differ-
ence between EEBS and Gaussian shape was dis-
cussed.

We further studied the difference between SEM
images for an ideal primary electron beam of vanishing
size and an electron beam focusing model as well as
ideal beam incident then convoluted by Gaussian
shape (FWHM of 5 nm). As shown in Figs. 3a, 3c, 3e,
the image with the ideal beam is very distinct and
sharp and that with convoluted by Gaussian shape
becomes smooth and indistinct. However, image with
an electron beam focusing model presents a big differ-
ence from them. The edge displays a uniform transi-
tion which will cause a blurry judgement for the
dimension measurement. Therefore, large different
critical measurement results will be obtian if adopting
Gaussian shape to describe elelctron beam.
MOSCOW UNIVERSITY PHYSICS BULLETIN  Vol. 73 
Figure 4a displays the quantitative comparison on
the vertical line crossing the centre of horizontal axis
from the Figs. 3a, 3c, 3e at the same position. The
intensity values have been normalized. The figure
confirms the above qualitative conclusion by compar-
ing image contrast. Figure 4b is a schematic to show
the reason why if using an electron beam focusing
model cannot present a distinct and sharp and much
more blurry than using Gaussian shape. Because as
shown in Fig. 4b, with the aperture and focusing
effect, the landing spot at A point, is expanded, just
liking a light beam lighting up the slit.

3.2. External Electric Field Effect

Figures 5a, 5b respectively shows the two detection
modes: no extraction mode and full extraction of Au
particles SE images. The samples are ideal spherical
shape. In the no extraction, the left and middle balls
present the shading effect, i.e., the darker brightness at
the edge facing the gap. This is because that SEs which
emerge from one sample are assumed to travel in
straight lines and may reenter the neighboring samples
along their paths. It could make the low energy SE sig-
nal loss. However, modern SEM equipments employ
the strong external electron fields to extract more SEs
to the detector. To emulate this, in the full extraction,
we count the SEs as soon as they emerge the sample or
the substrate, no longer reenter another structures. As
Fig. 5b shown, at the same positions where have shad-
ing effect in Fig. 5a present symmetrical brightness at
the edge. Figure 5c shows the comparison on the line
profiles, the horizontal lines crossing the centre of ver-
tical axis, extracted from Figs. 5a, 5b. It can be seen
that both in the shading/non-shading edges, the pro-
file intensity in the full extraction mode are higher than
no extraction. In additional, the intensity of the biggest
Au ball’s right edge is also higher in full extraction than
no extraction. That is because the emerged SEs travel
into substrate than exict a lower SE yield in no
extraction rather than shading effect. An extraction
parameter can thus be applied to tune the contrast
between that without extraction and that with full
extraction [28]. In here,  is the extraction parameter
(between 0 for no extraction and 1 for full extraction).
Figures 6a–6c shows the effect of the different
extraction parameter values in simulations. As the 
value increases, the shading effect becomes disappear-
ing. These can be approximately reflected the effect of
different external electric filed values. Figure 7a shows
a simulated result when  value is 0.5. However,
focusing primary electron beam with finite width due to
aberration may be like a light to shine the darkness of shad-
ing region. It may be present the same result with or with-
out external electric field. Figure 7b demonstrates this
assumption. This figure shows a simulated result with the
condition ( , ). The results
are almost the same. There is no shading effect.
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CONCLUSIONS

Based on a sophisticated Monte Carlo physical
model and electron probe model, a focusing electron
beam with finite width due to aberration was used to
simulate the SEM image for a gold particle/balls on a
carbon substrate. The simulation allowed us to obtain
the EEBS maps for each image pixel, by counting the
number of electrons landing on the structure at nearby
pixels. The maps are shown to be strongly dependent
on the local topography of the sample, and are there-
fore very different from the Gaussian probe which is
assumed to be invariant with position. The difference
between images simulated by Monte Carlo method
with ideal electron incident beam, electron beam
focusing model and with ideal beam incident then
convoluted by Gaussian profile were discussed in
detail. If using an electron beam focusing model, with
the aperture and focusing effect, the landing spot at a
point, is expanded, just liking a light beam lighting up
the slit. The effect of different external electric filed
conditions can be approximately reflected by a
extraction parameter.
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